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Abstract—Live migration is a key technique to transfer virtual
machines (VMs) from one machine to another. Often multiple
VMs need to be migrated in response to events such as server
maintenance, load balancing, and impending failures. However,
VM migration is a resource intensive operation that pressures
the CPU, memory, and network resources of the source and
destination hosts as well as intermediate network links. The live
migration mechanism ends up contending for finite resources
with the VMs that it needs to migrate, which prolongs the total
migration time and worsens the performance of applications
running inside the VMs. In this paper, we propose SOLive, a new
approach to reduce resource contention between the migration
process and the VMs being migrated. First, by considering the
nature of VM workloads, SOLive manages the order in which
multiple VMs are migrated to significantly reduce the total mi-
gration time. Secondly, to reduce the network contention between
the migration process and the VMs, SOLive uses a combination
of software-defined networking-based resource reservation and
scatter gather-based VM migration to quickly deprovision the
source host. A prototype implementation of our approach in
KVM/QEMU platform shows that SOLive quickly evicts VMs
from the source host with low impact on VMs’ performance.

I. INTRODUCTION

Cloud computing platforms increasingly use virtualization
to improve service availability and resiliency. Live migration
of virtual machines (VMs) is a key technique to migrate
running VMs from one machine (called “source host”) to an-
other machine (called “destination host”) in response to events
such as system maintenance, load balancing, and impend-
ing failures. Most hypervisors such as VMware [1], Hyper-
V [2], KVM [3], and Xen [4] support live VM migration, as
do a number of service providers in datacenters and cloud
infrastructure. For example, Google uses live migration in
their cloud infrastructure to perform over a million migrations
per month [5]. Amazon launched Server Migration Service
(SMS) [6], which provides services in EC2 to migrate virtual
machines running in VMware environment to the cloud.

It is not uncommon for servers or racks to fail in datacenters.
For example, [7] discusses the failure rate of Google datacen-
ters, which states that “In each cluster’s first year, it’s typical
that 1,000 machine failures will occur; one power distribution
unit will fail, bringing down 500 to 1,000 machines; 20 racks
will fail, each time causing 40 to 80 machines to vanish from
the network; there is about a 50 percent chance that the cluster
will overheat, taking down most of the servers in less than 5
minutes”. Upon imminent failure of a server, it is critical to
migrate all VMs running on the server quickly to prevent the
interruption of services to the users. As a result, a number

of optimizations have been applied to pre-copy [8], [9] and
post-copy [10], [11], two most widely used VM migration
techniques, to reduce the migration time, including dedupli-
cation [12]–[15], compression [12], [16], [17], swapping [18],
[19], and avoiding transfer of cached pages [20].

In cloud environment, a physical machine often hosts multi-
ple VMs. Upon imminent failure of a physical host, all of the
co-located VMs need to be migrated to other machines. Gang
migration techniques [12], [13] were proposed to simultane-
ously migrate a group of co-located VMs from one machine
to another. However, live VM migration itself is a resource-
intensive operation since the migration process continuously
utilizes CPU cycles, memory, and communication bandwidth
throughout the migration. Migration of multiple VMs pres-
sures the CPU, memory, and network resources of the source
and destination hosts as well as intermediate network links.
The live migration mechanism ends up contending for finite
resources with the VMs that it needs to migrate, which
prolongs the total migration time and worsens the performance
of applications running inside the VMs. In this paper, we
propose new techniques to reduce the resource contention
between the migration process and the VMs being migrated.

Specifically, existing gang migration techniques often treat
all VMs equally without considering the migration order based
on the VMs’ resource usage. However, our experimental re-
sults (Section IV) show that different VMs often have different
workload characteristics (e.g., memory, network, and CPU
intensiveness) and the order in which VMs are migrated out
of the source may lead to significant variations in the total
migration time. In this paper, we study the impact of the migra-
tion order on the total migration time and propose techniques
to manage the migration order to minimize the contention
between the migration process and the VMs running on the
source host. Our experimental results show that our order-
aware live migration approach can identify the migration order
with significantly reduced total migration time (e.g. by 80%).

We further propose to leverage the recent advances in
software-defined networking technology to dynamically re-
serve bandwidth on both the source and the destination nodes
to reduce the total migration time. The bandwidth reservation
is done through the dynamic traffic shaping (QoS) feature in
Open vSwitch [21]. The bandwidth reservation algorithm must
balance the total VM migration time and the performance of
applications running inside the VMs in order not to disrupt
services to users. To meet this requirement, our bandwidth
reservation mechanism takes into account how urgent it is



to migrate the VM, the available bandwidth, and the impact
of bandwidth reservation on the performance of applications
running inside the VMs. When it is infeasible to reserve the
same bandwidth on the destination as the source, we propose a
scatter gather mechanism to evict VMs from the source to one
or more intermediaries so that the source can still quickly evict
VMs and the destination can retrieve memory pages from the
intermediaries at its own pace. Our experimental results show
that, with 2-3 intermediaries, our scatter gather mechanism
enables us to quickly evict VMs from the source host to
intermediaries (up to 48% lower eviction time).

Organization: The rest of the paper is organized as follows.
Section II provides an overview of the pre-copy and post-copy
migration mechanisms and the software-defined networking
technology. Section III describes the architecture of SOLive,
our proposed SDN-based order-aware live VM migration
technique. Section IV presents algorithms for managing the
VM migration order in pre-copy and post-copy. Our bandwidth
reservation algorithm is given in Section V. Section VI dis-
cusses the related work and Section VII concludes the paper.

II. BACKGROUND

This section provides a brief overview of live VM migration
techniques and the software-defined networking technology.

A. Live VM Migration
Pre-copy [8], [9] and Post-copy [10], [11] are two widely

used live VM migration techniques. They are “live” because
the VM continues running during the migration.

Pre-copy live migration: With pre-copy, the VM’s memory
pages are transferred from the source host to the destination
host over multiple iterations. The first iteration transfers all
memory pages to the destination and the subsequent iterations
transfer only the pages modified in the previous iterations.
When the estimated downtime is less than a threshold, the
source machine pauses the VM and transmits the remaining
dirty pages, the hardware device state, and the CPU state to
the destination. The VM is then resumed on the destination.

Post-copy live migration: In post-copy, the VM is first sus-
pended on the source host. The CPU state is then transferred
to the destination host where the VM is resumed immediately.
Next, the source actively sends the remaining memory pages of
the VM to the destination host. If the VM accesses a memory
page that has not been received by the destination, then a
page fault occurs and the source sends the faulted page to
the destination. Compared to pre-copy in which a memory
page may be sent to the destination multiple times, post-copy
sends each page over the network only once. This yields lower
network overhead for memory write-intensive workloads.

B. Software Defined Networking
Traditional datacenters separate network for tenant and

management traffic. A major drawback of this approach is the
growth in complexity and administrative costs as the VM pop-
ulation grows. As a result, many datacenters such as Google
cloud [22] and Facebook [23] start using Software-defined net-
working (SDN) technology [24], [25] to configure and manage

Fig. 1: The architecture of SOLive.

network infrastructure. SDN can be used to facilitate efficient
network management to improve the network performance
and monitoring. SDN also provides the flexibility to install
packet processing rules and split network traffic dynamically
through OpenFlow [25]. OpenFlow uses QoS to tune the
network traffic in both inbound and outbound directions. The
queuing mechanism is used to apply traffic shaping policies
on outbound traffic. To control the inbound traffic, ingress
policing rules are added to the network interface file. With the
help of the centralized controller, OVS virtual switches and
OpenFlow protocol provide the provision to dynamically vary
the network bandwidth to a single or multiple routes by adding
policy rules and queues to the network topology.

III. SOLIVE : SDN-BASED ORDER-AWARE LIVE VM
MIGRATION

Figure 1 gives the architecture of SOLive, an order-aware
live VM migration technique that leverages the software-
defined networking (SDN) technology to reserve bandwidth
for the migration process. SOLive aims to reduce the total
migration time while at the same time, minimizing the perfor-
mance impact on applications running inside the VMs.

SOLive contains a resource tracking module that computes
the resource usages of each VM prior to migration. The mi-
gration scheduler manages the migration order of VMs based
on the resource usages of the VMs. The bandwidth reserva-
tion module reserves network bandwidth on both source and
destination hosts based on how urgent the VMs need to be
migrated, the resource usage of the VMs, and the available
bandwidth. The bandwidth reservation module also monitors
changes to the available bandwidth and dynamically adjusts
the reserved bandwidth during the migration. When it is
infeasible to reserve the same bandwidth on the destination as
the source (e.g. when the destination has very high incoming
network traffic), the scatter gather module deprovisions the
VMs’ memory state to one or more network middle-boxes
(network intermediaries), which temporarily hold VMs’ mem-
ory so that the destination node can retrieve the VMs’ memory
at its own pace. The scatter gather module also uses SDN to
reserve the incoming network bandwidth on the intermediaries.
The bandwidth reserved on each intermediate node depends
on the incoming network traffic on the intermediate node,
the bandwidth reserved on the source, and the number of
intermediate nodes.
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Fig. 2: Time for migrating four VMs with 24 different migration
orders (pre-copy).
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Fig. 3: Time for migrating four VMs with 24 different migration
orders (post-copy).

IV. ORDER-AWARE LIVE VM MIGRATION

Existing gang migration techniques [12], [13] often treat
all VMs equally without considering the migration order
based on the VMs’ resource usage. However, different VMs
may have different memory size and often show different
workload characteristics such as memory, network, and CPU
intensiveness. Thus, different VM migration order may lead
to significant variations in the total migration time (TMT). In
this section, we study the impact of the migration order on the
TMT and propose techniques to manage the migration order
to minimize the contention between the migration process and
the VMs running on the source host.

A. Performance Impact of Migration Order

In post-copy, the time taken to migrate a VM depends on
the number of the VM’s non-zero pages and the migration
bandwidth. Let N be the size of the VM’s non-zero pages,
B be the migration bandwidth, and down be the downtime
(i.e. the time between suspending the VM on the source and
resuming the VM on the destination). The post-copy TMT
can be estimated as

N
B + down (1)

In pre-copy, the TMT can be estimated as
Σn

i=1(N
B × ( S

B )i−1) (2)
where n is the number of iterations and S is the unique
page dirty rate (i.e. the number of unique pages dirtied per
second) [26]. The unique page dirty rate of a VM depends
on the VM’s workload, which is usually high for memory-
intensive VMs with a large working set. In addition, the
number of iterations is usually high when the VM’s unique
page dirty rate is high.

The migration bandwidth depends on the residual (i.e.
unused) bandwidth available on the source and the destination
hosts. The migration traffic mainly competes with the outgoing
VM application traffic at the source and the incoming VM
application traffic at the destination. This contention may
prolong the migration time and degrade the performance of
applications running inside the VM. Therefore, if a VM on
the source host has high outgoing network traffic but low
incoming network traffic, then migrating such a VM first may
help increase the network bandwidth available for migrating
the rest of the VMs and hence may reduce the TMT. Similarly,
if a VM has high incoming network traffic but low outgoing
network traffic, then after migrating the VM, the VM may
compete with the migration process on the incoming network
bandwidth and hence should be migrated at the end.

We conducted experiments to evaluate the impact of VM
migration order on the pre-copy and post-copy migration. Our
test environment consists of dual six-core 2.1 GHz Intel Xeon
machines with 128GB memory connected through a Gigabit
Ethernet switch with 1 Gbps full-duplex ports. A single
network link is used for both migration and VM application
traffic. VMs are configured with 1 vCPU and 2GB of memory.
Virtual disks are accessed over the network from an NFS
server which enables each VM to access its storage from
both source and destination hosts. We used pre-copy and post-
copy implementations that come bundled with KVM/QEMU
version 2.5.0 to migrate VMs. Each VM runs a CPU-intensive,
a memory write-intensive, an outgoing network-intensive, and
an incoming network-intensive application, respectively. Each
data point reported is an average of 3 runs of experiments.

CPU-intensive workload: We used Kernbench [27] as the
CPU-intensive workload, which compiles Linux kernel version
4.18.16 inside the VM during the migration.

Memory write-intensive workload: We used a C program
that repeatedly writes random numbers to 1.8GB main mem-
ory as the memory write-intensive workload. We choose this
synthetic benchmark because it enables us to vary the size of
the working set to dirty a large region of memory quickly.

Outgoing/incoming network-intensive workload: We used
iPerf [28] as network intensive workload. To generate outgoing
network traffic, the iPerf server runs on an external machine
(i.e. neither source nor destination) and the iPerf client runs
inside the VM. To generate incoming network traffic, the iPerf
server runs inside the VM while the iPerf client runs on an
external machine. The iPerf client continuously sends data to
the iPerf server through a TCP connection.

In the rest of the paper, we use NO, M, C, and NI to
represent the above outgoing network-intensive, memory-
intensive, CPU-intensive, and incoming network-intensive
VMs, respectively. Columns 2–5 in Table I give the number
of non-zero pages and the page dirty rate of the four VMs,
which shows that the memory-intensive VM has the highest
number of unique page dirty rate and non-zero pages.

Total migration time: Figures 2 and 3 give the TMT for
migrating the four VMs using pre-copy and post-copy, respec-



NO M C NI NO1 M1 C1 NI1
Number of non-zero pages 268694 518280 334725 276913 317696 430071 392307 322825
Unique page dirty rate 103 21062 3146 1118 926 4165 1825 1502

TABLE I: The number of non-zero pages and unique page dirty rate of eight VMs.

tively, with 24 different migration orders. The x-axis specifies
the migration order of VMs. For example, NO/NI/C/M speci-
fies that NO migrates first, followed by NI, C, and M.

Figure 2 shows that, when migrating the four VMs using
pre-copy, the migration order NO/M/C/NI has the lowest TMT,
which means that the network bandwidth affects the TMT of
the memory-intensive VM most. The TMT of NO/C/M/NI is
slightly higher than that of NO/M/C/NI, which means that the
migration order of CPU-intensive and memory-intensive VMs
is relatively less important when enough network bandwidth
is available. Our experimental results also show that migrating
a non-memory intensive VM requires much less network
bandwidth than migrating a memory-intensive VM and hence
the TMT of C/NO/M/NI and NO/M/NI/C is slightly higher than
that of NO/M/C/NI. When M is migrated after NI or before
NO, the TMT is high. Order NI/C/M/NO has the highest TMT
(about 2.5X higher than NO/M/C/NI) followed by NI/M/C/NO.

Figure 3 shows that the migration order also affects the
TMT of post-copy. Orders NO/M/C/NI and NO/C/M/NI have
the lowest TMT (about 53s), because migrating NO first
increases the network bandwidth available for migrating
other VMs and hence reduces the TMT of other VMs.
The figure also shows that the order of C and M does
not affect the TMT. This is because migrating C or M
does not increase the network bandwidth and the TMT of
post-copy depends only on the number of non-zero pages and
the network bandwidth, but not the dirty page rate. Similar
to pre-copy, order NI/C/M/NO has the highest TMT (116.39s).

Downtime: The downtime of migrating four VMs is 17s −
44s for pre-copy and 14ms − 19ms for post-copy. The high
downtime in pre-copy is due to the migration of the memory-
intensive VM M. In pre-copy, when M is suspended, almost
the entire working set of the VM is transferred. In post-copy,
the downtime is the time for transferring VM’s execution state,
which is often small. Our experimental results show that the
migration order NO/M/C/NI has the lowest downtime.

B. Migration Scheduling Algorithm

This section presents algorithms for managing VMs’ migra-
tion order based on the VMs’ workloads to reduce the TMT.
The resource usage of each VM was captured as follows.

CPU usage: The CPU usage of each VM was captured
using the PS Linux utility from the underlying source host.
We captured the CPU usage of all processes running inside a
VM for a period of time and then computed the average.

Memory usage: The number of non-zero pages of a VM is
computed by subtracting the number of zero pages (computed
using the is zero range function in QEMU) from the VM’s
total number of pages. In addition, we utilize the dirty page
tracking mechanism in KVM/QEMU to compute the unique
page dirty rate prior to migration.

Network usage: The network usage was measured by
capturing the total data packets received and transmitted over
the tap interface of each connected VM using the ifconfig
utility.

Figures 2 and 3 consider only one VM in each resource-
intensive category. In cloud environment, multiple VMs run-
ning on the same host may belong to the same resource
intensive category. It is also possible that each VM running
on a host is not resource intensive, but all VMs together are
resource intensive. In addition, a VM can be both memory and
CPU intensive, both network and memory intensive, or both
incoming and outgoing network intensive. Below, we present
algorithms for managing the migration order to reduce the
TMT in post-copy and pre-copy.

C. Post-copy Migration Scheduling

As described in Section IV-A, the TMT of post-copy can
be estimated as N

B + down, where N is the size of the
VM’s non-zero pages, B is the migration bandwidth, and
down is the post-copy downtime (which is usually very low).
Intuitively, the TMT could be reduced by first migrating VMs
with fewer non-zero pages and whose migration may increase
the bandwidth available for migrating the rest of the VMs.
Based on the above equation and our experimental results
in Figure 3, we propose a heuristic order-aware migration
algorithm to reduce the TMT in post-copy.

The algorithm first migrates VMs whose outgoing band-
width is higher than the incoming bandwidth in ascending
order of N

outgoing−incoming , where outgoing and incoming
represent the outgoing and incoming network usage of the
VM, respectively. This is because, the lower the N , the
less time it takes to migrate the VM, and the higher the
outgoing− incoming, the more outgoing network bandwidth
is released after the migration. Next, the algorithm migrates
VMs that have about the same incoming and outgoing net-
work usage, which does not affect the available bandwidth.
Finally, the VMs whose incoming bandwidth is higher than
the outgoing bandwidth are migrated in descending order of

N
incoming−outgoing . Such VMs are migrated at the end as
their new placement would increase the incoming bandwidth
usage on the destination and hence may reduce the bandwidth
available for migrating the rest of the VMs. In addition, VMs
with higher non-zero pages should be migrated when the
available bandwidth is higher to reduce the TMT.

We conducted experiments to evaluate our VM scheduling
algorithm. Our test environment is the same as that described
in Section IV-A. We migrated 8 VMs in which at least two
VMs belong to the same resource intensive category with dif-
ferent working set size or network usage. The top table of Fig-
ure 4 gives the benchmarks used in our experiment and their
resource intensive categories. C memory-intensive, kernbench,
iPerf outgoing-intensive, and iPerf incoming-intensive are the
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# Migration order # Migration order
1 M/M1/NO/NO1/C/C1/NI/NI1 22 NO/NO1/C/C1/NI/NI1/M/M1
2 M/M1/NO/NO1/NI/NI1/C/C1 23 NO/NO1/NI/NI1/M/M1/C/C1
3 M/M1/C/C1/NO/NO1/NI/NI1 24 NO/NO1/NI/NI1/C/C1/M/M1
4 M/M1/C/C1/NI/NI1/NO/NO1 25 NO/NO1/M/M1/C/C1/NI1/NI
5 M/M1/NI/NI1/NO/NO1/C/C1 26 NO/NO1/M1/M/C/C1/NI/NI1
6 M/M1/NI/NI1/C/C1/NO/NO1 27 NO/NO1/M1/M/C/C1/NI1/NI
7 C/C1/NO/NO1/NI/NI1/M/M1 28 NO1/NO/M/M1/C/C1/NI/NI1
8 C/C1/NO/NO1/M/M1/NI/NI1 29 NO1/NO/M1/M/C/C1/NI/NI1
9 C/C1/M/M1/NO/NO1/NI/NI1 30 NO1/NO/M1/M/C/C1/NI1/NI
10 C/C1/M/M1/NI/NI1/NO/NO1 31 NO1/NO/M/M1/C/C1/NI1/NI
11 C/C1/NI/NI1/M/M1/NO/NO1 32 NO/M/M1/C/C1/NO1/NI1/NI
12 C/C1/NI/NI1/NO/NO1/M/M1 33 NO/M/NO1/M1/C/C1/NI/NI1
13 NI/NI1/NO/NO1/M/M1/C/C1 34 NO/M/NO1/M1/C/C1/NI1/NI
14 NI/NI1/NO/NO1/C/C1/M/M1 35 NO/M1/NO1/M/C/C1/NI/NI1
15 NI/NI1/M/M1/C/C1/NO/NO1 36 NO/M1/NO1/M/C/C1/NI1/NI
16 NI/NI1/M/M1/NO/NO1/C/C1 37 NO1/M/NO/M1/C/C1/NI/NI1
17 NI/NI1/C/C1/M/M1/NO/NO1 38 NO1/M/NO/M1/C/C1/NI1/NI
18 NI/NI1/C/C1/NO/NO1/M/M1 39 NO1/M/M1/C/C1/NO/NI1/NI
19 NO/NO1/M/M1/C/C1/NI/NI1 40 NO1/M1/NO/M/C/C1/NI/NI1
20 NO/NO1/M/M1/NI/NI1/C/C1 41 NO1/M1/NO/M/C/C1/NI1/NI
21 NO/NO1/C/C1/M/M1/NI1/NI

Fig. 4: Total migration time for migrating 8 VMs with 24 different migration orders for (a) post-copy and (b) pre-copy.

benchmarks used in Figures 2 and 3. mcf r is a memory-
intensive benchmark in SPEC CPU 2017 [29], which has a
similar page dirty rate as the C memory-intensive program, but
with a smaller working set size (0.6GB). perlbench r is CPU-
intensive benchmark in SPEC CPU 2017 [29]. httperf [30] is
a benchmark for measuring the performance of Apache server
(version 2.4.18) in terms of outgoing and incoming network
traffic. When running separately on the source machine, httperf
outgoing-intensive (NO1) uses 43% of the outgoing network
bandwidth and httperf incoming-intensive (NI1) uses 78% of
the incoming network bandwidth.

When all the VMs are running on the source host at the
same time, the outgoing network usage of NO, NO1, NI,
and NI1 is 67.4%, 26.3%, 0.18%, and 1.8%, respectively,
and the incoming network usage of NO, NO1, NI, and NI1
is 0.28%, 0.64%, 14.52%, and 78%. The network usage of
M, M1, C, and C1 is about 0. Table I gives the number of
non-zero pages of all VMs. Figure 4(a) gives the time for
migrating 8 VMs using post-copy. The x-axis specifies the
migration order. In our experiment, we selected 41 orders out
of 8!(40320) possible orders, which are shown in the bottom
table of Figure 4. The orders were selected as follows. First,
we measured the time taken for migrating VMs that are in
the same resource intensiveness category together (orders 1-
24 in Figure 4). Similar to our 4-VM experiment in Figure 3,

the migration time is the lowest when the outgoing network-
intensive VMs are migrated first and the incoming network-
intensive VMs are migrated last. Based on the above results,
we chose another 17 orders that may have the lowest migration
time, in which at least one outgoing network-intensive VM is
migrated first and at least one incoming network-intensive VM
is migrated last.

Observe from the figure that, the TMT of order 19,
21, 26, and 28 are the lowest (about 108s). Our schedul-
ing algorithm chooses order 19 or 26, because NO has
lower N

outgoing−incoming than NO1 and NI has higher
N

incoming−outgoing than NI1.

D. Pre-copy Migration Scheduling

As shown in equation (2), the TMT of pre-copy depends
on the size of the VM’s non-zero pages N , the migration
bandwidth B, and the unique page dirty rate S. The lower
the N and S and the higher the B, the lower the TMT. This
section presents a heuristic algorithm to manage the migration
order of pre-copy based on the resource usage of VMs. The
algorithm is similar to the post-copy migration scheduling
algorithm except that pre-copy considers the unique page dirty
rate, while post-copy does not.

The algorithm first migrates the VMs that have higher
outgoing network usage than incoming network usage in
ascending order of N

outgoing−incoming , with VMs having low



unique page dirty rate migrated first. Such VMs are chosen
first because migrating them would increase the network
bandwidth available for migrating the rest of the VMs and
VMs having lower unique page dirty rate need lower network
bandwidth during the migration. Next, the algorithm migrates
VMs that have about the same outgoing and incoming network
usage. Finally, VMs with higher incoming network usage than
outgoing network usage are migrated in descending order of

N
incoming−outgoing with VMs having high unique page dirty
rate migrated first. This is because the new placement of such
VMs may reduce the available migration bandwidth and VMs
having higher unique page dirty rate need higher network
bandwidth during the migration.

Figure 4(b) shows that when migrating the 8 VMs using
pre-copy, order 19 has the lowest total migration time (597s)
followed by orders 26 (614s), 29 (617s), and 28 (617s). Our
scheduling algorithm chooses order 19 or 26, because NO and
NO1 are outgoing network-intensive whose unique page dirty
rate is low, NO has lower N

outgoing−incoming than NI prior
to the migration, and NI has higher N

incoming−outgoing then
NI1 just before NI and NI1 are migrated. When one or both
memory-intensive VMs are migrated between two outgoing
network-intensive VMs (orders 32–41), the TMT is higher
than migrating all outgoing network intensive VMs before
memory-intensive VMs.

E. Discussion

Migrating all VMs simultaneously does not always reduce
the TMT: Our experimental results show that the TMT of
migrating the four VMs in Figure 2 simultaneously using pre-
copy is 1.55x higher than migrating the 4 VMs sequentially
using order NO/M/C/NI due to the increase in the TMT of
M. When migrating NO and C simultaneously, followed by
M, and then NI, the TMT is slightly higher than NO/M/C/NI.
Similar observation has been presented in [31]. Studying the
impact of the migration order on parallel migration is part of
our future work.

V. MIGRATION BANDWIDTH RESERVATION

There can be a contention of network resources between
the migration process and the VMs running on the same
host. If the source has heavy outgoing network traffic or
the destination has heavy incoming network traffic, then the
bandwidth available for the migration process may be low
and hence may significantly increase the TMT. This section
presents a software-defined networking (SDN) based band-
width reservation algorithm, which reserves bandwidth for the
migration process and dynamically adjusts the bandwidth re-
served during the migration based on the available bandwidth.

Our bandwidth reservation was implemented using the QoS
traffic shaping feature of Open VSwitch [21], which provides
an interface to add network rules and policies dynamically
during VM migration. System administrators can use network
policies to change the network bandwidth dynamically for a
single or multiple interfaces. We reserve bandwidth for the
migration process by configuring the ingress traffic shaping.

For example, in order to reserve 75% outgoing bandwidth for
the migration process, we just need to distribute the remainder
of 75% (i.e. 25%), to applications running inside the VMs.
In addition, we also reserve higher outgoing bandwidth for
outgoing network-intensive VMs than other VMs.

A. Automatic Bandwidth Reservation Algorithm

This section presents an algorithm for automatically reserv-
ing the network bandwidth for the migration process on the
source and the destination.

a) Bandwidth reservation on the source: Algorithm 1
gives the pseudocode for reserving the outgoing network band-
width for the migration process on the source host. The initial
bandwidth reserved for the migration process is determined
based on the available outgoing bandwidth on the source prior
to the migration and how urgent the VMs need to be migrated.
It is called “initial” because the bandwidth reserved will be
adjusted during the migration. We use the term urgency level
(argument urgency in Algorithm 1), to specify how quickly
the VMs need to be migrated. The urgency level is provided
by system administrators, which specifies the percentage of
network bandwidth that should be reserved for the migration
process. Upon impending failure of the source host, the VMs
on the source host should be migrated as soon as possible, and
hence the urgency level should be high. When the source host
is taken down for routine server maintenance, the urgency level
should be low in order to minimize the performance impact on
applications running inside the VM. The algorithm compares
the available bandwidth and the urgency level, and picks the
larger number as the initial bandwidth (lines 2–4).

The reserved bandwidth needs to be dynamically adjusted
during the migration due to the following reasons. First,
the available bandwidth may change during the migration
either because a network-intensive VM has completed its
migration or because the network usage of some VMs changes
during migration. Secondly, the network bandwidth needed
for migrating different VMs may be different. For example,
migrating memory-intensive VMs requires higher bandwidth
than migrating CPU-intensive VMs. Our bandwidth reserva-
tion process periodically computes the available bandwidth on
the source host during migration. If the available bandwidth
is higher than a threshold defined by the system adminis-
trator (argument threshold), then the reserved bandwidth is
increased so that the migration process can use the available
bandwidth (Lines 9 - 10). Our bandwidth reservation process
also periodically computes the network bandwidth used by
the migration process. If the bandwidth used by the migration
process is close to the reserved bandwidth (which means that
all reserved bandwidth is used) and the urgency level is higher
than the reserved bandwidth, then the reserved bandwidth
is assigned the urgency level (lines 11 - 12). Otherwise, if
too much bandwidth is reserved for the migration process,
then the reserved bandwidth is assigned the current migration
bandwidth so that applications running inside the VMs can
use the released bandwidth (lines 13-14).



Algorithm 1 Bandwidth Reservation Algorithm
1: procedure reserve(threshold, urgency)
2: avail band = (1 - outgoing bandwidth usage

total outgoing bandwidth
) ∗ 100%;

3: //initial bandwidth reservation
4: reserve band = max(avail band, urgency);
5: //dynamically adjust reserved bandwidth during migration
6: while(migration is not completed)
7: avail band = (1- outgoing bandwidth usage

total outgoing bandwidth
) ∗ 100%;

8: mig band = current migration bandwidth
total outgoing bandwidth

∗ 100%;
9: if(avail band > threshold)

10: reserve band = reserve band + avail band;
11: else if(reserve band−mig band) < 1%) and urgency >

reserve band)
12: reserve band = urgency;
13: else if (reserve band −mig band > threshold)
14: reserve band = mig band ;
15: endif
16: endif
17: sleep for 1 second;
18: end while

b) Bandwidth reservation on the destination: The net-
work bandwidth available to the migration process depends on
both the available outgoing bandwidth on the source and the
available incoming bandwidth on the destination. As a result,
our bandwidth reservation process tries to reserve the same
bandwidth on the source and on the destination, if possible.
However, if the destination host has very high incoming
network usage, it may be infeasible to reserve the same
bandwidth on the source and on the destination, in order not
to significantly degrade the performance of network-intensive
applications running inside the destination VMs. The scatter
gather mechanism proposed in the next section is used to
handle the above situation.

B. Distributed In-memory Scatter Gathering

This section presents a Redis and SDN-based scatter gather
mechanism (ReS-based scatter gather), to handle the situation
where the destination has lower incoming bandwidth than the
outgoing bandwidth of the source. We use a metric called
eviction time introduced in [32] to represent how quickly the
source host can be taken offline or free resource that can be
re-purposed for other VMs.

Our ReS-based scatter gather was implemented on top of
the vanilla post-copy implementation on KVM/QEMU version
2.5.0. The basic idea is to scatter the memory pages from the
source to one or more intermediaries at its maximum speed
while the destination gathers memory pages from the interme-
diaries at its own pace. ReS-based scatter gather enables the
source host to quickly evict VMs upon impending failure. The
intermediaries can be any network middle-boxes that can work
together to accept pages at the same or higher bandwidth as
the transferring rate of the source, and have sufficient memory
and CPU resources to store and transfer memory pages. The
selection of intermediaries depends on what the migration is
used for. For instance, if the migration is used to rapidly
deprovision an entire rack of machines, then the intermediaries
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should be located at the destination rack so that the source can
be deprovisioned quickly.

In our ReS-based scatter gather, the source host first sends
the VM’s CPU and I/O state to the destination where the VM
is resumed immediately, and then actively pushes the rest of
pages to the intermediaries. To ensure that the destination host
reads each page from an intermediate node only after the page
has been written to the node, we installed Redis, an in-memory
distributed key-value store, on each intermediate node to store
the memory pages transferred from the source to the node.
With Redis, VM’s memory content can be staged without
having to deal with individual connections with multiple hosts.
The source host (i.e. the Redis client) writes VM’s memory
pages to Redis as key-value pairs. To uniquely identify each
page, the page address is used as the key. When the source
writes a memory page to Redis, it also sends the corresponding
control information directly to the migration manager on the
destination over a TCP connection. The control information
consists of the address of the corresponding page and the
optimizations applied (e.g. compression). This information is
used by the migration manager at the destination to gather
VMs’ memory pages from Redis. When migrating multiple
VMs using our ReS-based scatter gather mechanism, the keys
(addresses) of memory pages in different VMs may be the
same. To avoid key clashes, we create one Redis store for
each VM. Once a VM’s entire memory is evicted to Redis,
the VM can be deprovisioned at the source.

When a page fault occurs at the destination host, the
destination sends a page request to the source and the source
then sends the corresponding page to an intermediate node.
Each faulted request is transferred by the destination over
independent threads. If the VM at the destination faults on a
page that has already been written to Redis or the VM has been
deprovisioned at the source, then the faulted page is retrieved
from Redis.
Optimizations: Our experimental results show significant
delay when transferring pages one by one to Redis via the
synchronous write operation. To address this issue, we store
the memory pages locally in a buffer until the buffer reaches
to a user-defined batch size. The source machine then transfers
all pages in the buffer to the intermediaries as a single batch
write operation. Figure 5 shows that the batched transferring
has over 20x speedup for batch size 10. Although increasing



the batch size reduces the average time taken to transfer each
VM’s memory page, the batch size should not be too large.
Otherwise, the pages are held too long, which may in turn
trigger more remote page faults on the destination, and hence
may increase the TMT. Similarly, fetching pages in batches
helps reduce the average time spent on retrieving each page.

C. Evaluation

This section presents the experimental results of our band-
width reservation and ReS-based scatter gather techniques.
Our experimental environment is the same as that described
in Section IV-A. We obtained the performance results of
migrating four VMs in Figures 2 and 3.

Bandwidth reservation: As our bandwidth reservation
algorithm does not change the best migration order for the
same machine and network configuration, this section presents
only the experimental results of our bandwidth reservation
mechanism for the best migration order NO/M/C/NI. We
measured the bandwidth reserved during migration, the TMT,
the downtime, and the application performance.

Figure 6(a) gives the bandwidth reserved using our band-
width reservation algorithm when migrating four VMs using
NO/M/C/NI. The x-axis specifies the number of VMs running
on the source host, which is 4 prior to the migration. We
migrated the four VMs using urgency level 95%, 75%, and
55%. Prior to the migration, the available bandwidth is less
than the urgency level because of the outgoing network-
intensive VM running on the source. As a result, the initial
bandwidth reserved is the same as the urgency level. After
migrating the outgoing network-intensive VM, the available
bandwidth went up to almost 100%, and hence the reserved
bandwidth was changed to the available bandwidth. As a
result, when the urgency-level decreases from 95% to 55%,
the TMT increases only slightly in both pre-copy and post-
copy (Figures 6(b) and 6(c)), and the increase is due to the
difference in the TMT of the outgoing network-intensive VM.
In addition, the TMT with bandwidth reservation is about 13%
lower than that without bandwidth reservation in pre-copy, and
is about 7% lower in post-copy for all urgency levels.

When the urgency level decreases from 95% to 55%, the
downtime of pre-copy increases from 14s to 16s and the
downtime of post-copy increases from 10ms to 15ms.

We have also measured the impact of our bandwidth reser-
vation algorithm on the performance of Kernbench and the C
memory-intensive application. Our experimental results show
that there is no obvious degradation on the kernel compilation
time and the performance of C memory-intensive application
with and without bandwidth reservation.

Our bandwidth reservation vs. fixed bandwidth reser-
vation: Figures 7(a) and 7(b) give the TMT of NO/M/C/NI in
pre-copy and post-copy, respectively, when fixed bandwidth
(55%, 75%, and 95%) is reserved for the migration process.
The figure show that when the reserved bandwidth is fixed
at 75% and 55%, the TMT is significantly higher than that
without bandwidth reservation and that with our bandwidth
reservation algorithm.

ReS-based scatter gather: Figure 8 compares the eviction
time of our ReS-based scatter gather migration and the post-
copy migration for order NO/M/C/NI. We conducted experi-
ments on 1− 3 intermediaries.

When one intermediate node is used during the migration,
we reserved 900Mbits/s outgoing bandwidth on the source and
900Mbits/s incoming bandwidth on the intermediate node, and
vary the incoming bandwidth reserved on the destination from
500Mbits/s to 900Mbits/s. Our experimental results show that,
the eviction time of ReS-based scatter gather is better than
post-copy when the incoming bandwidth of the destination is
500Mbits/s and 600Mbits/s, and is worse otherwise.

When two intermediaries are used during the VM migration,
we reserved 900Mbits/s outgoing bandwidth on the source and
450Mbits/s incoming bandwidth on each of the intermediaries
so that the bandwidth reserved on the two intermediaries
together is the same as the bandwidth reserved on the source,
and vary the bandwidth on the destination from 500Mbits/s to
900Mbits/s. Our experimental results show that, the eviction
time of our ReS-based scatter gather with two intermediaries
is 12%−43% lower than that of post-copy, and 32%−36.6%
lower than that with one intermediary.

Figure 8 also shows that, when the number of intermediaries
increases, the eviction time is not always better if not enough
bandwidth is reserved on the intermediaries. For example,
when reserving 300Mbits/s incoming bandwidth for each
of the three intermediaries, which is 1/3 of the outgoing
bandwidth reserved on the source host, the eviction time
is better than post-copy when the incoming bandwidth of
the destination is 500Mbits/s and 600Mbits/s, and is worse
otherwise. The eviction time is also worse than that with 2
intermediaries. When the bandwidth reserved on each interme-
diate node increases to 450Mbits/s, the eviction time is better
than that with postcopy and with 2 intermediaries.

VI. RELATED WORK

A number of optimizations were proposed to reduce the
TMT and the network traffic of pre-copy and post-copy,
including deduplication [12], [32], [33], compression [12],
ballooning [11], [34], and enlightenment [35]. Techniques have
been developed to quickly evict VMs from the source host
upon imminent failure of the source [36], [37] and to reduce
the time for migrating multiple VMs [12], [18], [38]–[41].
A comprehensive study on selection of optimizations for pre-
copy is given in [42]. None of the above approaches considered
the migration order or used SDN to reserve bandwidth. The
above optimizations can also be used in SOLive to further
reduce the total migration time and downtime.

A number of researchers proposed VM placement tech-
niques to find the optimal placement candidates [43]–[46]
for migrating VMs. These techniques were used to identify
optimal destination candidates prior to VM migration, instead
of reducing the TMT during the migration.

vHaul [31] is used to migrate multiple VMs running multi-
tier web applications. vHaul uses separate network links for
migration traffic and workload traffic. Our work, in contrast,
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uses the same network link for the migration and workload
traffic. Lu et al. [47] proposed to partition VMs into subgroups
based on the traffic affinities among VMs in wide area network
and migrate VMs collaborating on a job to the same data

center. Their goal is to reduce the inter-cloud traffic and
shorten the period of application performance degradation.
SOLive , in contrast, aims to reduce the TMT of VM migration
in local area network. Sharma et al. [48] developed techniques
to migrate nested VMs. Their work neither considered the
migration order nor used the SDN to reserve bandwidth.

A heuristic based algorithm was proposed in [39] to mitigate
network inconsistencies during VM migration using OpenFlow
based networks, which aims to maximize the number of VMs
migrated without violating the bandwidth reservation policy.
[49] and [50] estimate the required bandwidth for migration
based on the memory usage of applications running inside
the VM. In [40], [51], the authors proposed to estimate the
bandwidth needed to reserve for each iterative pre-copy cycle
by dividing the outstanding dirty memory pages over the
estimated migration time for a single iterative cycle. However,
the above bandwidth estimation approaches were rooted from
remedy [49] and can only be applied to the pre-copy migration.
Our approach, in contract, can be applied to reserve bandwidth
for both pre-copy and post-copy. The above approaches also
did not consider the migration order and the situation in which
the reserved bandwidth on the destination is less than that
on the source. In addition, [51] used simulation based testing
environment for bandwidth reservation, and [40] used Linux
traffic shaping interface, instead SDN, to reserve bandwidth.

VII. CONCLUSION

This paper presents SOLive, an SDN-based order-aware
live VM migration approach, to reduce the resource
contention between the migration process and the VMs
being simultaneously migrated. SOLive manages the order in
which multiple VMs are migrated and leverages the recent
advances in the software-defined networking technology to
reduce the total migration time. A prototype implementation
of our approach in KVM/QEMU platform shows that SOLive
quickly evicts VMs from the source host with low impact on
VMs’ performance.
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